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ABSTRACT
Mobility is the most important feature of a wiredesommunication system. The mobile device needotmect multiple
points of connection and perhaps multiple netwarkst moves from one location to another. Handawanagement is the
way a network uses to maintain connection to a healser as it moves and changes its access pothetoetwork. The
IETF’s mobile IP that uses mobile agents to suppeamless handoffs, making it possible for mobdst$i to roam from
subnet to subnet without changing IP addressesie@oce the impact on the performance and the signalverheads,
hierarchical mobility management schemes defindopals that allow movements within a domain to lamdied locally,
without involvement of the mobile node’s home netwadl o reduce the packet losses during handoff, selemes have
been defined, such as smooth handoff. This papgegs basic handover mechanisms with an analyticadel of mobile
Internet protocols and also we have propose a |merformance model to evaluate the packet losspautket delay for
UDP streams that is involved in a handoff. The sea®r this loss is identified and solutions tostproblem are projected.
This paper proposes methodology include mathematicalels which is able to predict the handoff latemwith empirical
study.
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numerous handoff mechanisms have been proposed
which tend to reduce the handoff delay and paabet. |
This paper surveys basic handover mechanisms with a
analytical model of mobile Internet protocols atsbave
have propose a novel performance model to evathate
packet loss and packet delay for UDP streams that i
involved in a handoff Mobile 1Pv6.

1. INTRODUCTION

M obile networking technology supports the requiretmen

of today’s new class of Internet users as they rehout
with sophisticated mobile computers and digitalelass
data communication devices. Integrating wireless/oks
into the global Internet poses a new challenge. M@
reason is that the TCP/IP based Internet techredogere
designed for wired networks with mostly fixed hodtest
mobility requires changes in the routing protocol that
packets for a moving host can be delivered to tbeirect
destination. Mobile IPHome approachprovides a basic
framework to solve this operability problem [1],].[2A
mobile host can communicate with a base statiofchwis

2. MOBILITY MANAGEMENT

Mobility management architectures are divided itwo
main parts, location management and handoff
managementThe former entails registering changes in
the position of the Mobile Node (MN) and also the
localization of an idle MN when an outside clieranis
to contact it. The other important point is handoff

statically connected to the Internet. However, save
performance problems in Mobile IP need to be addeks
First, Mobile IP’s tunneling scheme creates a gian
routing problem, causing packets to travel throwgib-
optimal routes. Second, packets in flight duringaadoff
are often lost because they are tunneled basedibof-0
date location information. Third, base stationshwstall
cells result in frequent handoffs, and
registration with a distant home agent for eachhdocal
handoff causes higher overhead and further aggravat
packet loss. In order to achieve smooth handoffi®,

requiring a

management, which tries to sustain all the conoestdf
the MN despite the frequent changes of its point of
attachment to the network. The process by which suc
change takes place is calldshndoff, during which
communication may be interrupted and delay incrbase
Depending on the type of handoff, the process isemo
complex, as it may entail changes in the acces#,pthie
access router, the access gateway, the acces®lmgphn
and/or the administrative domain.

From the network point of viewnobility managemens
seen fromtwo different perspectives. On the one hand,
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there is the mobility inside a single administratidlomain
confined to a localized geographical region, whghalled
micromobility. On the other hand imacromobility,which
deal with mobility across larger region often coising
various networks, with potentially different access
technologies, which themselves may belong to differ
administrative domainsMicromobility protocols try to
solve the overhead, packet lpssid path reestablishment
latency experienced bynacromobility protocolsduring
handoff. In general, the solutions adopted confiogatrol
message exchanges to a reduced area and set ultymobi
agents representing that area and allowing inteadyiléy
with macromobility schemes. The final goal of both
solutions is to offer the user a reliable netwoalpable of
keeping alive the connections all the time, indeleertly of
the actual position of the node, inside a singlendo
(micromobility) or even inside the whole Internet
(macromobility). The following subsections give &eb
overview of some of the solutions found in therktere.

2. 1. Macromobility

Mobile P

Mobile IP is a network layer protocol conceivedotovide
macromobility to mobile terminals. Mobile IP is hgi
designed by the Internet Engineering Task Forc&K)En
two versions as Mobile IPv4 and Mobile IPv6. The
objective of both protocols is to allow users mayim
large areas to maintain their network connectiotslen
changing their point of attachment to the network.

M obile | Pv4 Overview
Mobile IPv4 introduces four functional entities[1]:

» Mobile Node (MN): A mobile device.

» Home Agent (HA): A router of the home network
that manages localization of the MN.

» Foreign Agent (FA): A router of the foreign
network that cooperates with the HA to provide
mobility.

» Correspondent Node (CN): A fixed or mobile

node, with which the MN communicates.
The protocol establishefour phases In the first phase
called Agent Discoverghe MN has to be able to detect if it
is attached to the home network or to a foreigrwaesk.
For this purpose, HA and FA periodically send Agent
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sends an IP packet to a MN, the destination addsebe
home address of the MN, i.e. the address assign#dst
node when it was in the home network. When thikegc
arrives at the home network, it is intercepted oy HA.
The packet is encapsulated and forwarded to the FA,
which decapsulate and delivers it to the MN. Ondtieer
hand, when the MN sends a packet to a CN, it isctliy
sent using the home address as source. This asyimmet
routing, which often is not the optimal, is knows a
triangle routing This generates a series of inefficiencies
such as longer packet delivery delays or increésad in
the network. Though there are optimizations to eolv
these problems (route optimization), they requine t
modification of the CN, which may be any host ir th
Internet, and thus, their wide deployment is diffic

In the fourth phase calledHandoff Managemerthe MN
moves from a subnet to another one by changingpitst

of attachment. The MN must obtain a new CoA and
register it in the HA. Once accepted, the MN isajain

to communicate with CN. During theHandoff
Managemenprocess the HA is not able to localize the
MN, thus some packets may be lost between the @GN an
the MN.

M obile | Pv6 Overview

Mobile IPv6 is very similar to Mobile IPv4. However
unlike in IPv4, in which mobility issues were not
considered in its initial design, when IPv6 wasealeped,
mobility was taken into account from the outset and
perfectly integrated into the protocol. Mobile 1PV§
more efficient and avoids some problems suffered by
Mobile 1Pv4 [3], [12],[13]. Among others, Mobile B
does not need FAs because IPv6 address
autoconfiguration provides the required functioas the
Agent Advertisement phas®uring Registration and
Routing and Tunnelingpackets are directly sent from the
HA to the CoA of the MN.

Mobile IPv6 also avoids triangle routing becausewh
CN sends a packet to the home address of a MNH&he
intercepts, encapsulates, and forwards the packéhe
MN. However, the MN can also directly send a Bimgdin
Update (BU) to the CN. This message includes th& Co
of the MN, and it is cached on the CN Binding Cachie
this point, any CN sending a packet first checls it
Binding Cache for the IP destination address ofdeket.

Advertisements. When a MN receives this message, itlf there is an entry, it will directly send the pat to the

determines in which network it is attached, antl i§ on a
foreign network, it obtains a Care-of-Address (CoAhe
CoA is the IP address temporarily assigned to thé M
while in the foreign network. The MN can also resfuan
Agent Advertisement sending an Agent Solicitatian t
accelerate the process.

In the second phasecalledRegistration the MN registers
its CoA in the HA. The MN sends a Registration Resju
to the FA, which forwards it to the HA. The HA rigd a
Registration Reply to accept the requests. Atphist, the
HA knows the localization of the MN and the
communication with CN can be initiated, or contidua
case of handoff.

In the third phase called Routing and Tunnelinghe CN
communicates with the MN (and vice versa). WhenNa C

MN using the MN's registered CoA. This feature is
inherent to IPv6, and no additional modificatioreds to
be done to CNs to make them mobile-aware.

2.2 Micromobility

There are many environments where applicationsingnn
in mobile nodes may become unusable if they fretipien
change their point of attachment to the networkr Fo
example, many real-time applications, like voicemiP,
experience noticeable degradation of service iflb#fris
frequent. This problem is especially relevant wheny
large volumes of wireless subscribers need to be
supported.

The basic mobile IP protocol based daonneling
mechanismintroduces network overhead in terms of
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increasing delay, packet loss and signaling. The
establishment of new tunnels can introduce addition
delays in the handoff process, causing packet &oub
delayed delivery of data to applications. This dela
inherent in the round-trip introduced by Mobile &8 the
registration request is sent to the home agent thed
response sent back to the mobile node (or sometioniee
foreign agent).

Micromobility protocols [3] aim to handle movement
within a domain of MNs with minimum or zero packass,
minimum signaling, reduced power consumption and by
just interacting with Mobile IP in the Access Netwo
Gateway (ANG), i.e. the node through which the dioma
connects to the Internet. This has the benefitedfucing
delay and packet loss during handoff, eliminating
registration between MNs and, possibly, distant édom
agents when MNs remain inside their local covelagas.

All IP micromobility protocols share the same opierzal
principles related to fast handoff, e.g. reducedation
updates, fast security or even the quality of servi

Support for fast handoff is an important charastariof
micromobility protocols. Handoff is influenced bwrdoff
management, buffering and forwarding techniquedjora
behaviour, movement detection and prediction and
coupling and synchronization between the IP andorad
layers. Micromobility protocols try to guarantee thrrival

of packets and reduce signaling by hiding localratigns
from home agents. Hierarchical mobility protocotsitiby
registering in the HA the address of the ANG indtehthe
CoA assigned to the MN in the visited domain. lis thay,
when a MN moves from one access point to another on
(which is reachable through the same gateway) the H
need not be informed. The role of micromobility fools

is to ensure that packets arriving at the ANG areérded

to the appropriate access point. In order to rpaiekets to
the MN'’s actual point of attachment, protocols riim a
location database that maps host identifiers tation
information.

There are two styles of micromobility: hierarchical

tunneling and mobile-specific routing [14], [15].
» In hierarchical tunneling, the location database
is maintained in a distributed way by a set of
mobility agents. Each agent reads the incoming
packet’s original destination address and searithes
list of visitors for a corresponding entry. The rgnt
contains the address of the next lower level agent.
Entries are created and maintained by registration
messages transmitted by MNs. Some proposals rely
on a tree-like structure of mobiliggents but, in the
HMIP (Hierarchical Mobile IP), one of the main
hierarchical tunneling proposals, mobility agents
directly interact with MNs without the need for suc
a structure [4]

» Mobile-specific routing approaches avoid the

overhead introduced by decapsulation and
reencapsulation schemes of tunneling approaches.
These schemes typically introduce implicit or

explicit signaling to update host-specific routés.

the case of Cellular IP [5] MNs attached to an asce
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network use the IP address of the gateway as their
Mobile IP care-of address. The gateway
decapsulates packets and forwards them towards
the access point. Inside the access network, MNs
are identified by their home address and data
packets are directly routed without tunneling or
address conversion. The routing protocol ensures
that packets are delivered to the MN’'s actual
location.

HAWAII - Handoff-Aware Wireless Access Internet
Infrastructure protocol

Hawaii is a domain-based structure. In a domairyitityp
related works are done by gateways which are calted
domain root router. The coming packets are routetPb
routing, when the MN is in its own domain. But et
MN is in a foreign domain then the coming packets a
firstly taken by the HA. Then they are sent to dognain
root router which forwards the packets by the hzsted-
routing entries to the MN[10].

3. THE ANALYTICAL MODEL

The analytical model [6], [7] for the smooth harfdof
scheme [8] - [15] based on a queuing network.

Router 2

Router nFA

Fig. 1: Network architecture

We assume the network architecture as depictedgid.F
The following assumption is essential for compatai
tractability reasons and all routers are modeledimple
M/M/1 queues[11]. The exponentially distributedvses
time of a packet includes both the processing amzthe
transmission time.

» Denote the service rate of Rouie(i= 1, 2, 3,
MAP, pFA and nFA) by, and the load by,
then its response time random varialfte is
exponentially distributed with raje(1-p).

Time instants for the handoff procedure[7], [8]:
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» 1t0: the time instant the MN leaves sub-network A and (X +Y <3§)]
(and hence has no layer 2 connection any longerwhere, the random variabl&s X', Y,Y’, andc are given
with it) and enters sub-network B. by
» tl: the time instant the binding update message X = {tMAP + RMAP + Rl + RpFA + fixed
containing the new CoA of the MN, sent by the delays}
new FA, reaches the previous FA, X'= {tMAP + ¢ + RMAP+ R1 + RpFA+ fixed
» t2: the time instant the regional registration delays}

request reaches the MAP and is processed by the

MAP

» t3: the time instant the regional registration reply,

originating from the MAP, reaches the new FA.

The instancesl, t2 andt3 are random variables distributed

as sums of exponentially distributed random vaesakdnd
constants (conditioned on a fixed valueA6tA ):
» t1=10+ AFA + RnFA+ R3+ RpFA+ fixed link
delays
» t2=10+ AFA + RnFA+ R2+ RMAP+ fixed link
delays
» t3=12+ RMAP+ R2+ RnFA+ fixed link delays

Each packet of a stream belongs to exactly onehef t

following classes or subclasses:

Y = {RpFA+ R3 + RnFA+ fixed delays}

Y' = {burst delay +RpFA+ R3 + RnFA+ fixed
delays}

¢ = BSxT , whereBS denotes the size of the
forwarding buffer.

The burst delay is determined as the expected nuofbe
packets in the queue in front of the current pacaat
counting one extra service time per packet peterout

We observe that all these random variables areuhes
of three independent exponential variables witk pafl-
p) and some constants, hence the computatid?{q8)],
P[1(c)] and P[2(a)] is fairly straightforward. As for the
delay distribution we have that,

p p
» Class 0: packets routed via the previous FA and P[delay>t] = P[packet lost] ¥ [class and delay >t

directly forwarded to the MN.

» Class 1: packets routed via the previous FA and
buffered before being forwarded to the new FA.

class € A
where, A ={0, 1(b), 2(b), 3}.
Here we have that,

+ Subclass (a): packets forwarded but lost P[0 and delay > t] = P[{lap < t;) and (X < §) and (delay
because they arrive at the new FA before the > t)]

Registration Reply.

P[1(b) and delay > t] = P[¢lhe+ € <t) and (< X< t;

+ Subclass (b): packets forwarded and arriving and (X’ > t) and (1 + Y’) > t3] and (delay > t)] +

at the new FA after the Registration Reply.

Pl(twar < < tuap+ c) and < X < t;) and ({+ Y’ > ty)

« Subclass (c): packets that are lost due toand (delay > t)]

buffer overflow at the previous FA.

» Class 2: packets routed via the previous FA and

directly forwarded to the new FA.

P[2(b) and delay > t] = P[lar < tp) and
(X > ttand (X + Y >§) and (delay > t)]
P[3 and delay > t] = P[{Jar > o) and (delay > t)]

e Subclass (a): packets lost because they arrive ) ) )
at the new FA before the Registration Reply. The delay is a random variable that takes on differ

«  Subclass (b): packets arriving at the new FA forms according to the class:

after the Registration Reply.

» Class 3: packets routed via the new FA. Remark

that subclasses can be empty.

> 0: d8|ay =X — tyap
» 1(b): delay =t; +Y' —tyap
»  2(b): delay =X +Y — tyap
» 3:delay =Z - tyap

Now consider a UDP stream originating from a CN WheréZ = {tvar + Ruap + R + Roea + fixed delays} and

destined to the MN. The handoff does not affectéin of
the stream until it reaches the MAP, therefore aletup
the point of view of packets arriving at the MAP.

We assume that everims a packet arrives at the MAP

(the jitter introduced by the network between CN &AP
is not taken into account). Let us denote the tixharrival
in the MAP bytMAP.
Packets are lost if they belong to subclasses 1(a), or
2(a). So, the probability that a packet will betleguals
P[packet lost] =P[1(a)] + P[1(c)] + P [2(a)]
The different probabilities of the right hand sate
obtained as follows.
> P[1(a)] = P[(kar + c <) and (6< X < ;) and
(X'>ty) and (1+ Y’ < t3)]
+ Pl{fap < t, < tyap + €) and
(< X <t) and (i+ Y’ <t)]
» P[1(c)] = P[(ar + c <t) and ( < X < ;) and
(X' <ty)]
> P[2(a)] = Pl(tap < t2) and (X > 1)

the other variables are defined as before. Thudetay is
the time of arrival in the current FA minus the dapre
time tyap. For the total end-to-end delay CN-MN, we
approximate this by adding the expected end-toekhaly
CNwap, Which is the same for every packet.
The M/M/1 assumption allows us to compute each of
these probabilities in a fairly straightforward waln
order to compute the expected number of lost paaket
to the handoff, we can proceed as follows. If wetke
instance of handoff0 = 0, then we can compute the loss
probability for a number ofN consecutive packets,
starting sufficiently before the handoff, sgyp= -100,
and ending sufficiently after the handoff.
The expected number of lost packets for such arstiis
then given by the sum of the individual probalshti
E[number of lost packets] =
N
> P[lost, t1ap =-100 + (k-1) x T]
k=1
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First we study the loss probability of packets imet
forwarding buffer of the previous FA and the loss
probability of forwarded packets in the new FA.

Consider the network depicted in Fig.1, with thiofwing
system parameters. Each router is loaded up totBes,
propagation delay between routers is 5 ms, the average
processing time of a packet in a router is 1mg:i¢n2, the
expected number of lost packets is shown as aimof
the buffer size at the previous FA. The expecteckgia
loss due to buffer overflow is given by the daslieé,
while the solid line represents the additional lasthe new
FA, due to early arrival. The results for link dgdaequal to
5ms on every link.

Packet Loss as a function of Buffer Size

3.5000

3.0000

.
25000

2.0000

—- pFA
——nFA

1.5000

L 4

Average number of Packet Lost
*

1.0000

0.5000

0.0000 -+

Buffer Size

Fig. 2: Average Packet Loss as a function of
Buffer Size

The result does not depend on the length of tleaustrthat
is considered here, as long as the first and lasked
considered have negligible loss probabilities.

4. PERFORMANCE MESAURES OF MODEL

We consider network with N packets. The averagegtac
loss for different buffer sizes were analyticallyaenined
using the following formula:

E(q) = (1-p/k)*
E(Loss) =p -1+(1-p/k)¥

Here we have thap buffer utilization factor and k buffer
size of the packets. The buffer size is taken ad0kand
k=50 and the Fig.3 and Fig.4 depicts the E(q) afiolsE).

The results have been shows while théncreases, the
expected queue length decreased and the packet los
increases.

Our approximation scheme is iterative and is dbscrifor
the following Algorithm.
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P@O)=P
FORI1=1TO N DO
BEGIN
set P = P(i-1)
calculate X o Xk 1, - - Xk k
evaluate Po, i, Pl, i, . ., Pb,i
evaluate E(q), E(lost) for packet i
P(@)=1-Po, i
END

In order to avoid packet loss at the previous HAg t
forwarding buffer need to be dimensioned such ithedn
store packets of the order of the product bit @ftehe
stream times delay (MN —new FA — previous FA). The
loss at the new FA on the other hand depends on the
difference between the distance (new FA — GFA) and
(new FA — previous FA). If the latter is smalleaththe
former, then packets may get lost. A possible smiut
would be to provide the new FA with a buffer torsto
temporarily unauthorized traffic until the regisiom
reply from the GFA arrives at the new FA.

PACKET LOSS OF BUFFER SIZEK IS 10
06

05

0\

—

l/

0.7

04

03

=—E(q)
0.2
==E(lost)

AVERAGE PACKETS

0.1

0.8 0.9

BUFFER UTILIZATION FACTOR

Fig. 3:Packet Loss as a function of Buffer siz&Qs
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Fig. 4:Packet Loss as a function of Buffer sizB(s
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5. CONCLUSIONS
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[9] Li Da-Qi, Shen Jun-Yi. Queuing Theory Supemisi

This paper surveys basic handover mechanisms with a K-Means Clustering Algorithm and ITS Application in

analytical model of mobile Internet protocols arsbawe
have propose a novel performance model to evabhate
packet loss and packet delay for UDP streams that i
involved in a handoff. We have seen that the origin
packet loss is two-fold: first, packets may gett lmsthe
previous FA when the forwarding buffer overflowsdan
secondly, they may get lost in the new FA when uibair
arrival the registration reply from the MAP has aotived
yet in the new FA. The first reason for loss mayabeided
by appropriately dimensioning the forwarding buff€his
buffer should be able to store arriving packetsleaist
during a time equal to the delay on the new FAevious
FA path. The second loss is more difficult to degh. It is
determined by the difference between the delayshef
paths previous FA — new FA and new FA — MAP. A
number of solutions are possible to solve this |emmb
Similar to the Multiple Stream Forwarding schemettod
HAWAII protocol, the binding update message senthzy
new FA to the previous FA could be routed via th&Rvin
order to allow the registration reply message tover
before the first forwarded packets. This howevewuldo
increase the handoff latency. A second solutiorsists of
storing the forwarded packets temporarily in a éuét the
new FA, until the new registration reply has ardivé his
buffer could be dimensioned based on the distaateden
the FA and its neighboring FAs.
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